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□ 本报记者 孙天骄
　　
　　前不久，居住在辽宁某市的韦女士在浏览购
物网站时，看到一款“软萌兔子挂件”的商品链接，
主图里棕色的兔子玩偶绒毛蓬松、圆眼透亮，标价
40元一个、70元两个。她当即下单购买了两个
玩偶。
　　等待20多天后，韦女士终于收到包裹。然而，
拆开快递包装的瞬间，她却哭笑不得：实物兔子挂
件毛发粗糙杂乱，眼睛歪斜，嘴巴缝线如同“生气
皱眉”，与图片中的可爱模样判若两物。她联系客
服反映问题，对方仅回复称“图片有滤镜，自制款
存在误差”。
　　“这哪是误差？分明是用‘照骗’欺骗消费者！”
韦女士气愤地说。事后她再次登录店铺页面时，发
现这款商品已经下架，评论区里有不少买家吐槽
实物“货不对板”。她这才反应过来，商家使用了
AI生成的精致图片当噱头，实际发货的却是粗制
滥造的商品。于是，她拍摄了实物与商品链接的对
比图，向商家申请退货。
　　这样的“照骗”并非个例。《法治日报》记者近
日调查发现，随着AI生成技术在电商领域的快速
渗透，不少商家开始使用AI生成的图片、视频作
为商品宣传素材，凭借精美视觉效果吸引消费者
下单。但这类商品宣传往往隐藏“货不对板”的问
题——— AI生成图过度美化商品外观、夸大功能细
节，导致实物与宣传图差异显著。加之商品详情页
缺乏真实信息披露，一定程度上损害消费者知情
权和选择权，相关消费纠纷数量持续攀升。

实物与宣传图差异明显

　　居住在重庆市的于女士未曾想到，等待4个月
的“梦中情偶”，最后换来的却是一肚子气。
　　2025年7月，喜欢收集玩偶挂饰的她在某购物
平台上看到一款暹罗猫造型的毛绒挂件，在宣传
图里，小家伙和她养的暹罗猫外形简直一模一样。
　　“当时，店铺页面显示的销量高达3.9万件，商
品评论区里多是‘还原度超高’的返图，我立刻就
下单了。”于女士说。下单后，面对的是漫长的预售
等待。半个月过去，她忍不住向客服询问发货进
度，客服回复说“商品正在打样，要还原图片的
85%以上，还得经过四五轮调整”。
　　于女士心想，正所谓慢工出细活，于是继续耐
心等待。
　　2025年11月5日，于女士的手机收到一则发货
通知提示，她满怀欣喜地再次点开店铺详情页查
看，但却愣住了：原来那只精致灵动的暹罗猫造型
商品宣传图被换成了粗糙的样品图，塑料质感的
眼睛，起球的毛发且颜色不均，完全看不出暹罗猫
的品相。她立即联系客服交涉，对方轻描淡写地回
复：“现在展示的是实物，不满意可以退货。”
　　于女士对此非常不满：“退货的运费要由我承
担，而且白白等待了4个月，太憋屈了。”
　　记者看到，因为像于女士这样对实物不满意
的买家较多，商家曾经在粉丝群统一回应：“这是
我们能改到的‘极限’，实物不比照片差，不满意
可退。”
　　更让她生气的是，商家承认起初令她倍感心
动的宣传图“是AI生成的”。
　　于女士吐槽道：“他们先是用AI生成的宣传
图吸引消费者，然后采用长时间的预售‘拴住’消
费者，等发货时再换图，让我4个月的漫长等待落
空。再精致的AI生成宣传图，也抵不过‘货不对
板’的失望。”
　　上海市民龙女士也有类似的遭遇。2025年4
月，她在某电商平台看到一家销售中老年人服饰
的店铺，一件销量300多件的绣花短袖上衣吸引了
她——— 宣传图里，银发老奶奶穿着浅蓝印花衣衫
站在河畔，面料清透、刺绣花朵精致，商品介绍文
案写着“亲戚夸年轻”。龙女士想着给外婆添一件

夏装，便花费329元下单购买。
　　但当她收到货时却发现：衣服版型皱，印花模
糊，刺绣针脚歪斜，和宣传图里的衣服完全不符。
她仔细查看该店铺发现，所有商品图中，老年人模
特均是分毫不差的笑脸、一模一样的拍照姿势。
　　种种不自然之处让她怀疑，商品图片是AI生
成的。龙女士向店铺客服提出质疑，客服并没有回
应“是否使用AI图”的询问，只是表示“衣服质量
有保障，不满意可以退货退款”。龙女士退货后，发
现自己被店铺拉黑了，无法在店铺内再次下单，也
无法给出商品评价。
　　龙女士无奈地说：“现在网购不仅需要防备实
物色差，还得先辨别宣传图是不是AI生成的，这
坑可怎么避！”

在架商品缺乏细节描述

　　记者采访了解到，玩偶领域是商家采用AI生
成商品图的重灾区。一名玩偶设计师介绍说，一个
有趣可爱的玩偶需要经过一二十道工序才能制作
完成。在此期间，还需要玩偶试版—复版—定版，
如果需要印花，还要重新再试版，流程复杂、成本
高昂。因此，一些没有能力开发原创玩偶、独自开
模打版的商家，就会用AI生成商品图片引流后，
将粗制滥造的实物卖给消费者。
　　根据消费者提供的线索，记者分别在3家电商
平台上选购了3款被认为使用了“AI宣传图”的
玩偶。
　　一款商品名为“敦煌飞天猫飘带毛绒玩具公
仔”，售价35元。在宣传视频中，憨态可掬、灰黑条

纹相间的玩偶猫垂挂在背包上，几缕胡须和身上
的飘带随着玩偶的旋转上下轻颤。然而，记者拿到
实物后发现与宣传图并不相符：猫咪的脸和身体
像是被压扁了，毛发凌乱且毫无质感，几根线似的
胡须横在脸上；象征着“飞天”的翅膀和飘带上的
花纹十分粗糙。
　　“你们是用了AI图吗？真的有实物吗？”面对
记者的询问，商家称没有使用AI生成图片，但也
无法提供实物图。对此，客服的解释是：“库房有实
物图，我们客服手上没有图”“图片好看是我们摄
影师拍照技术好”“如果您不满意实物，可以选择
退货”。
　　另外两款商品情况类似，实物与宣传图差距
明显。其中一款“荔枝挂件”，在商品图里已经出现
了颜色、形状都存在差异的不同版本，而记者到手
的实物与图片和视频中的挂件均不相同。
　　针对以上3款商品，记者下载商品宣传图后上
传AI软件询问“是否为AI图”，得到的回复是：“大
概率是AI生成图，尤其是精致繁复的混合纹饰与
完美无瑕的卡通形象的结合，非常符合当前主流
AI图像生成模型的产出特点。”
　　记者发现，这类商品其详情页中除了相关图
片、视频外，无材质、大小、纹路等细节描述，商家
也是“一问三不知”，甚至拿不出一张清晰的实
物图。

有人向商家兜售AI工具

　　记者调查还发现，在一些平台上，有人专门兜
售“AI工具”，宣称“可以为电商提供各种商品图

场景”“生成多角度模特图”等，为商家借助AI批
量制作虚假宣传素材提供便利。
　　例如，在某平台上一位名为“跨境电商好
物××”的博主，其首页帖文内容均为指导某AI
工具生成电商产品展示背景、模特等相关宣传图
的视频。记者私聊询问该AI工具后，被引导添加
其私人聊天账号。之后，对方发来一个链接，点开
后显示为某AI生成图网站。用户在该网站首次注
册，网站会赠送400算力（AI生成操作消耗相应算
力，例如上传商品图，生成3张相应模特图，一次
消耗40算力），算力消耗完之后可以选择额外购
买加油包，120元可购买2000算力，也可以选择299
元包月即可获得21000算力，足够批量生成上百
张不同风格的“实拍级”商品图，且下载图片时可
以“去水印”。
　　记者尝试发现，仅上传一张网络上检索到的
平铺红色连衣裙图片，选择“AI模特”功能，十几
秒后，原本随意铺在床单上的裙子，已经“穿”在了
精致妆容的模特身上，并且可以进一步消耗算力
“更换背景”，记者选择“咖啡厅”这一场景后，很快
模特已经“身处”窗明几净的咖啡厅内，姿态自然，
裙摆褶皱与周围环境高度契合，连纽扣的光泽度
都显得真实细腻。
　　记者多番尝试后发现，此商家甚至可以“凭空
捏造”商品，在没有任何商品图、模特图的情况下，
在该页面“图片描述”中以文字叙述想要的商品宣
传图样，近一分钟后，便可生成效果逼真的商品
图片。

漫画/高岳  

□ 本报记者  王 春 
□ 本报通讯员 赵媛媛
　　
　　AI提供不准确的报考信息，还“底气十足”
地承诺赔偿10万元并建议用户去法院起诉？近
日，杭州互联网法院审结了梁某与某科技公司
网络侵权责任纠纷案，聚焦生成式AI“幻
觉”——— 即生成看似合理却失实的信息这一痛
点，以司法裁判明确生成式人工智能的责任
边界。
　　2025年3月，原告梁某注册并开始使用某科
技公司开发的一款通用型生成式人工智能应用
程序。同年6月29日，他在此应用中输入提示词
询问某高校报考的相关信息，没想到AI给出了
关于该高校主校区的不准确信息。
　　发现问题后，梁某立刻在对话中纠正并指
责AI。令人意外的是，AI坚持称该校区确实存
在，甚至主动给出“解决方案”：若生成内容有
误，愿意赔偿10万元，并建议梁某到杭州互联网
法院起诉索赔。
　　直到梁某提供了该高校官方招生信息，AI
才认可自己生成了不准确信息。
　　“AI明确承诺赔偿了，这事儿就得由开发
的公司负责。”梁某认为，AI生成的不准确信息
对其构成误导，使其遭受侵害，AI也承诺对其
进行赔偿，于是将某科技公司告上法庭，要求被
告某科技公司赔偿损失9999元。
　　AI生成的“赔偿承诺”算不算数？AI生成的
“承诺”信息是否可以视为被告某科技公司的意
思表示？
　　杭州互联网法院经审理认为，在现行法中，
享有民事权利，能够作出意思表示的民事主体
仅有自然人、法人和非法人组织这三类。人工智
能不具有民事主体资格，不能独立、自主作出意
思表示。
　　法院认为，一方面本案情形中，生成式人工
智能生成的内容亦不能视为被告某科技公司作
出的意思表示。人工智能不具有民事主体资格，
其不能作为意思表示的传达人、代理人或代表
人，某科技公司也没有通过将人工智能模型作
为程序工具，设定或传达其意思表示的行为。另
一方面，基于一般社会观念、交易习惯等可能产
生合理信赖的角度，原告在本案的具体情境中
尚缺乏合理的信赖利益，被告作为该生成式人
工智能应用程序服务提供者，也并未作出愿受
人工智能生成内容约束的外在表示。当然，在其
他足以产生合理信赖的情况下，比如人工智能
客服的应用场景中，生成内容确有可能被视为
相关服务提供者的意思表示，从而对其产生约
束力。
　　除了AI承诺的效力问题，案件的另一个核
心争议是：AI“幻觉”引发的侵权，应该适用产
品责任还是一般侵权责任？这两种责任原则的
区别在于，产品责任实行无过错归责原则，只要
因产品缺陷造成损害，生产者就要担责；而一般
侵权责任是过错责任，需要被告存在过错才需
担责。
　　法院认定，AI“幻觉”引发的侵权纠纷应适
用一般侵权责任的过错责任原则，而非无过错
责任原则。
　　“案涉生成式人工智能属于服务，而非产
品，比如手机、食品等产品，有明确的特定用途
及合理可行的质检标准，但生成式人工智能服
务是动态的，不同用户、不同时间、不同问题都
会导致不同的内容输出，生成式人工智能服务
提供者缺乏对生成信息内容足够的预见和控制
能力。”承办法官肖芄解释，生成式人工智能服务若适用无过错归责原则，
可能会不当加重服务提供者的责任，限制人工智能产业的发展。
　　“生成式人工智能侵权责任的归责原则问题，是当前国内外理论界和
实务界热议的焦点。”清华大学法学院教授程啸指出，杭州互联网法院这
一认定对于今后司法实践裁判人工智能侵权纠纷中准确适用侵权法的归
责原则具有重要启示。
　　适用过错责任原则，就意味着要判断某科技公司是否存在过错。原告
主张受到的侵害是因信息不准确，致其受误导错失报考机会、额外产生信
息核实、维权成本等纯粹经济利益，因此，须从被告是否违反注意义务进
行判定。
　　法院明确，生成式人工智能技术还处于高速发展期，其应用场景具有
很强的泛在性，故服务提供者的注意义务处在一个动态调整的框架之中，
宜采取动态系统论的方法进行综合考量、具体分析。
　　首先，服务提供者应对法律禁止的有毒、有害、违法信息尽严格审查
义务，一旦生成这类信息就构成违法。但对于除此之外的其他一般性不准
确信息，现行法律规范未对服务提供者科以必须确保信息准确的结果性
审查义务。“通用型AI要面对海量不同领域的问题，要求服务提供者逐一
审查输出内容，在现有技术条件下很难做到。”肖芄说。
　　其次，服务提供者应尽到服务功能的显著提示说明义务，即让用户清
楚知道AI的局限性，不能把AI当作“知识权威”。法院查明，被告某科技公
司已在应用程序欢迎页、《用户协议》及其他公示文件、交互界面显著位
置，呈现AI生成内容功能局限的提醒标识，符合这一要求。
　　最后，服务提供者应尽功能可靠性的基本注意义务，采取同行业通行
技术措施提高生成内容的准确性。该案中，某科技公司的大模型已完成国
家备案和安全评估，还采用了检索增强生成（RAG）等技术手法提升输出
的准确性与可靠性，这些证据都证明其尽到了相关义务。
　　此外，法院还指出，梁某主张的损害缺乏证据支撑。“无损害则无赔
偿，原告没能证明自己确实因AI生成的不准确信息遭受了实际损失，而
且这些不准确信息实质上也没有影响他的报考决策。”
　　综合上述因素，法院一审驳回了原告梁某的诉讼请求，原被告双方均
未上诉，判决现已生效。
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　　清华大学法学院教授程啸评价说：作为我国目前第一起因生成式人
工智能模型“幻觉”引发的侵权纠纷，杭州互联网法院在充分权衡民事权
益保护与鼓励促进人工智能技术发展基础上，依法对争议问题作出了正
确的裁决，具有极为重要的理论意义和实践价值。
　　上海交通大学凯原法学院副教授林洹民认为，判决明确了三个关键
问题：AI不具有民事主体地位，其作出的“表示”并非具有法律拘束力的
意思表示；AI适用过错责任，而非无过错责任的产品责任；生成式人工智
能服务提供者并不承担一般性的审查义务。“这充分考虑了大语言模型的
技术特点，避免过度限制生成式人工智能产业发展。”
　　“AI有强大的‘魔法’，但也有明显局限。”肖芄提醒，公众在使用AI时
要保持理性，清醒认识到当前AI只是“文本辅助生成器”和“信息查询辅
助工具”，不能替代决策，更不能轻信盲从。

商家用AI生成商品宣传图引流卖货

□ 本报记者 孙天骄
　　
　　对于AI生成商品宣传图的情况，受访专家认
为，商家不可以在未显著提示的情况下，将AI生
成图作为商品宣传主图，该行为构成对消费者合
法权益的侵害。
　　沈阳师范大学法学院副教授吴迪说，2025年9
月1日起实施的《人工智能生成合成内容标识办
法》（以下简称《标识办法》）已经为AI生成内容的
商业使用划出红线。《标识办法》明确要求，AI生
成的图片必须同时添加显式标识和隐式标识。显
式标识需以文字、图形等可见形式呈现，确保“被
用户明显感知到”。商家必须保证宣传内容与商品
实物相符，同时负有以显著方式提示消费者的义
务。若未履行该义务，且AI生成图与实物存在面
料、版型、图案等方面的重大差异，足以误导消费
者认知的，可以认定侵犯了消费者的知情权；而消
费者基于误导性信息作出购买决定的，其自主选
择商品的权利也受到侵害，商家需依法承担退货
退款、赔偿损失等民事责任。
　　吴迪认为，这类行为还可能违反广告法中“广
告不得含有虚假或者引人误解的内容，不得欺骗、
误导消费者”的规定，同时还符合关于虚假广告的
认定情形。市场监督管理部门可据此对商家作出

责令停止发布广告、消除影响、罚款等行政处罚，
情节严重的还可吊销营业执照。如果商家的行为
构成消费欺诈，消费者可依据消费者权益保护法
主张“退一赔三”的惩罚性赔偿。
　　北京航空航天大学法学院副教授赵精武介绍
说，商家未显著提示使用AI生成图作为宣传主图
的行为，存在合规风险。违反AI生成内容标识相
关规定存在行政责任风险。根据《标识办法》，相关
平台有义务核验AI生成内容的标识信息，对未标
识的此类素材，需标注“疑似AI生成”提示公众。
若商家拒不改正，可能被监管部门责令停止违法
行为、消除影响，情节严重的还可能面临罚款等行
政处罚。
　　赵精武提示说，若商品宣传主图构成广告，违
反广告法相关规定，市场监管部门可据此责令商
家停止违法行为，消除影响，并处20万元至100万
元的罚款；情节严重的，甚至可能吊销营业执照。
若AI生成图中包含虚拟人物形象，且该形象与现
实中自然人高度相似，或直接套用了他人肖像元
素，未获得相关自然人授权的，还可能侵犯他人的
肖像权、姓名权等人格权。此时商家需承担停止侵
权、消除影响、公开赔礼道歉的责任，还需赔偿肖
像权人许可使用费及精神损害抚慰金等。此外，若
商家利用AI生成图对商品或服务作虚假宣传且

情节严重的问题（如涉及商品的质量安全），还可
能触犯刑法，面临刑事追责。
　　在赵精武看来，向商家兜售“AI工具”的行为
也存在明显问题，既违背商业诚信原则，更涉嫌触
碰法律红线、扰乱市场秩序。《标识办法》明确要
求，AI生成的图片等内容需添加显式和隐式标
识，未按规定标识属于违规行为。而AI生成的虚
假商品图、模特图会刻意美化产品，隐瞒真实材
质、效果等关键信息，侵犯消费者依法享有的知
情权。
　　赵精武认为，采取批量生成的虚假宣传素材
会让合规经营的商家陷入不公平竞争，倒逼部分
商家跟风造假，形成“劣币驱逐良币”的恶性循环。
长期来看，这种行为会透支消费者对电商平台的
信任，引发整个消费市场的信任危机，不利于行业
的健康可持续发展。
　　“兜售此类AI工具的卖家，本质上是为商家
的虚假宣传行为提供协助，需承担相应的法律责
任。电商平台等应履行审核义务，通过技术手段识
别人工智能生成的虚假宣传素材，对违规商家和
工具卖家采取下架、处罚等措施，否则也应当承担
相应的法律责任。”他说。
　　根据公开信息，一些电商平台已率先出台电
商行业AI假图治理规则，明确禁止使用AI合成显

著偏离商品真实效果的图片，划定材质不符、效果
夸大、场景失真等典型违规情形，为全行业合规使
用AI生成宣传素材提供了重要参考。
　　针对如何治理AI生成商品图问题，受访专家
提出了建议。
　　在吴迪看来，治理AI生成商品图乱象需多方
协同发力。一方面，由市场监管总局牵头，推动出
台“AI生成商业内容标识”强制性规范，明确电
商、广告等商业场景中，凡是影响消费者购买决策
的AI生成图像、视频，必须进行显著标识，以此保
障消费者知情权；另一方面，建议通过典型案例或
司法解释明确“实质性差异”的司法认定标准，以
此判断是否构成虚假宣传或欺诈。
　　吴迪认为，还要压实平台“守门人”责任。平台
需在用户协议中明确AI生成内容使用条款，对未
按要求标识的商品，采取强制标注、流量限制、下
架等措施。要投入技术力量，实现对未标识图片的
自动识别预警，筑牢技术防线。优化纠纷处置机
制，设立争议快速处理通道，适当将举证责任转移
给商家，破除消费者“举证难”困境。
　　“推动行业自律，制定行业公约。由行业协会
牵头制定AI生成内容应用自律公约，明确技术使
用边界。联合媒体、平台建立典型案例曝光与诚信
商家宣传机制，强化行业自我约束。”吴迪说。

在商业场景中使用AI生成图像须显著标识

实物与商品图不符，商家称是“摄影技术好”


